ANOVA etc.

Josh Jarvey

07/02/2020

Create a Word docx from this R Markdown file for the following exercise. Submit the R markdown file and resulting Word docx file.

## Exercise 1

In the Lesson 3 presentation you saw how to use the Wilcoxon Rank Sum test to compare the difference in median repair times for Macs and PCs. You’ll find the repair dataset in the DS705data package. In this problem we’ll test the hypothesis that the population mean repair times are different for Macs and PCs at the 5% significance level using three different approaches.

### Part 1a

Even though repair times for both computer types are skewed right go ahead and use t.test to test if the population mean times are significantly different. Include your R code below and write a conclusion to the test for practice.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1a -|-|-|-|-|-|-|-|-|-|-|-

#loading the data from the library  
library(DS705data)  
data("repair")  
 #t-test to determine if there is a difference between the population means.   
t.test(time~type, data = repair, alternative = "two.sided")

##   
## Welch Two Sample t-test  
##   
## data: time by type  
## t = -1.9442, df = 89.019, p-value = 0.05502  
## alternative hypothesis: true difference in means is not equal to 0  
## 95 percent confidence interval:  
## -3.29705347 0.03583632  
## sample estimates:  
## mean in group Mac mean in group PC   
## 3.150659 4.781267

At a 5% significance level, there is not enough evidence to suggest that there is a true difference in mean repair times between PC and Mac computers at this company (p-value = 0.05502).

### Part 1b

Now use the boot package to construct a 95% BCa confidence interval for the difference in population mean repair times. Use at least 5000 resamples. Use that confidence interval to write a hypothesis test conclusion to this hypothesis test. (Review: you made similar bootstrap CI’s in Lesson 3.)

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1b -|-|-|-|-|-|-|-|-|-|-|-

#import required packages  
library(boot)  
  
 #create an auxiliary function to calculate the mean of the re-sampled data.   
bootMean <- function(x,i){  
 mean(x[i])  
}  
  
 #complete the bootstrapping to create a sampling distribution of 5000 means from the re-sampled data. This is split by the factor "type" variable.   
boot.object = boot(repair$time, bootMean, R = 5000, strata = repair$type)  
  
 #create a 95% bca confidence interval using the bootstrapped data.  
boot.ci(boot.object, conf = 0.95, type = 'bca')

## BOOTSTRAP CONFIDENCE INTERVAL CALCULATIONS  
## Based on 5000 bootstrap replicates  
##   
## CALL :   
## boot.ci(boot.out = boot.object, conf = 0.95, type = "bca")  
##   
## Intervals :   
## Level BCa   
## 95% ( 3.236, 4.872 )   
## Calculations and Intervals on Original Scale

At a 5% significance level, there is enough evidence to suggest that there is a true difference in mean repair times between PC and Mac computers at this company.

### Part 1c

Follow along with with Two Means example in the Bootstrap Hypothesis Testing presentation to bootstrap the two means t test to see if there is a significant difference in population mean repair times. Include a histrogram of the boostrapped t-distribution and write a conclusion to the hypothesis test. (NOTE: in the P value computation slide the last part got cut off, the full code is P <- 2\*min( sum( bootdist < toriginal), sum( bootdist > toriginal ) )/5000.)

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1c -|-|-|-|-|-|-|-|-|-|-|-

#setting seed for reproducability  
set.seed(123)  
 #determining the indices of the 2 populations within the original sorted dataframe.   
first\_mac\_index = 1  
last\_mac\_index = nrow(repair[repair$type == "Mac",])  
first\_pc\_index = last\_mac\_index+1  
last\_pc\_index = nrow(repair)  
  
 #re-centering the repair times by subtracting the population's sample mean from the population's sample repair times.  
xnull = c(repair$time[first\_mac\_index:last\_mac\_index] - mean(repair$time[first\_mac\_index:last\_mac\_index]),  
 repair$time[first\_pc\_index:last\_pc\_index] - mean(repair$time[first\_pc\_index:last\_pc\_index]))  
  
  
 #now i want to "re"sample with replacement from each of the population's sample independently.   
 #because we are not pooling the populations, we need to have two sample() functions, each pulling from their respective populations  
 #we want to replicate each of these sampling processes 5000 times.  
 #and finally, for each sampling iteration, we will row-bind the "re"samples together  
 #again, each population's "re"sample is constrained by these indices per each column.  
 #side note: creates a matrix of 122 original samples by 5000 iterations = 610,000 overall "re"samples. This is the pseudo-samples.  
 #each column in the matrix is the "re"sampled dataset.   
rs = rbind(replicate(5000, sample(xnull[first\_mac\_index:last\_mac\_index], replace = TRUE)),  
 replicate(5000, sample(xnull[first\_pc\_index:last\_pc\_index], replace = TRUE)))  
  
 #now we apply the t.test() function to the 5000 "re"sampled datasets from the "rs" matrix.  
 #each column of the rs matrix is a "re"sampled dataset, so "c" is a placeholder for that column (per the apply function(c))  
 #we still are comparing two populations, so split it by the repair$type when doing the t.test  
 #\*\*\*I dont understand how this works since rs isnt a dataframe and doesnt contain type??? How does it know?  
 #ultimately, we want the t-statistic from this t.test, so add the $statistic to pull that out.   
 #repeat this for each column that exists in the rs dataframe (i.e. 5000 times)  
bootdist = apply(rs,2,function(c) t.test(c~repair$type)$statistic)  
  
 #displaying a histogram of the resampled t-statistics.  
 #note: you can also get the t-statistics directly from a boot.object by accessing the "$t" attribute.  
hist(bootdist, main = "Sampling distribution of the resampled t-statistics", xlab = "T-Statistic value")

![](data:image/png;base64,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)

#calculating and storing the t-statistic from the original t.test  
 #this will be used as a baseline to compare against each bootstrapped t-statistic, which is used to calculate the p-value.  
toriginal = t.test(time~type, data = repair)$statistic  
  
  
 #calculating the pvalue based on the bootstrapped hypothesis test.   
 #Remember this is a two.sided test, so the next step is finding the minimum of the sums, and then multiplying by 2.   
 #first we need to find the sum of all bootstrapped t-statistics that are less than the baseline original t-statistic  
 #next we need to find the sum of all bootstrapped t-statistics that are greater than the baseline original t-statistic  
 #whichever is the minimum of these two values is what we'll use  
 #now we multiply that value by 2 (because its a two.sided test)  
 #then we divide that value by 5000 to get the final pvalue.  
P = 2\*min( sum(bootdist < toriginal),  
 sum(bootdist > toriginal)  
 )/5000  
P

## [1] 0.0292

At a 5% significance level, there is enough evidence to suggest that there is a true difference in mean repair times between PC and Mac computers (p-value = 0.0292)

### Part 1d

The bootstrap and theoretical t-distributions give different results here. Which do you trust? Why?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 1d -|-|-|-|-|-|-|-|-|-|-|-

I trust the bootstrapped version a bit more since the original data was skewed. A condition that the t-test requires is the data must be normally distributed (or else it loses its power), so using the bootstrap technique provided a more accurate p-value, which ended up showing enough evidence that there is a difference in mean repair times between Mac and PC computers at this business.

## Exercise 2

This exercise is based on the data and experimental design from exercises 8.42 & 8.43 in the Ott textbook.

A small corporation makes insulation shields for electrical wires using three different types of machines. The corporation wants to evaluate the variation in the inside diameter dimension of the shields produced by the machines. A quality engineer at the corporation randomly selects shields produced by each of the machines and records the inside diameters of each shield (in millimeters). The goal is to determine whether the location parameters (i.e. mean or median) of the three machines differ. The data set shields is in the DS705data package. The R code to load it is already below.

### Part 2a

Construct side-by-side boxplots for the inside diameters of the insulation shields for the three machines.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2a -|-|-|-|-|-|-|-|-|-|-|-

require(DS705data)  
data(shields)  
 #create boxplots of the distribution of shield diameter from the 3 different machines  
boxplot(Diameter~Machine, data = shields, main = "Distribution of shield diameters between 3 machines")

![](data:image/png;base64,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)

### Part 2b

Comment on what you see in the boxplots. How do the medians compare visually? Do the samples look like they have roughly the same variability? Is there severe skewness or outliers in any of the samples? Be specific.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2b -|-|-|-|-|-|-|-|-|-|-|-

Machine A & B seem pretty similar overall (B does have quite a large outlier in it’s group), however machine C appears very different from A & B, with little or no overlap against A & B. The variability between all groups seems to be drastically different, and even the variability within the groups is different. Machine A doesn’t really have a bottom tail, and therefore appears to be slightly skewed to the right. Machine B doesnt really have a top tail, and therefore appears slightly skewed to the left. Machine C appears to have the highest variability, with relatively extreme skeweness to the right.

### Part 2c

Which data conditions for ANOVA appear not to be met, if any? Provide reasoning for your answer.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2c -|-|-|-|-|-|-|-|-|-|-|-

Data conditions for ANOVA are as follows:

1. The samples are randomly selected - the opening scenario states the engineer randomly selected these observations, so this is met.
2. The samples are selected independently - we dont know if the observations were selected independently, so this may be a violation.
3. The populations are approximately normally distributed - this assumption does appear to be violated as there is evidence of skewness
4. The population variances are equal - this also appears to be violated since the boxplot sizes are drastically different.

### Part 2d

Conduct an analysis of variance test (the standard one that assumes normality and equal variance). (i) State the null and alternative hypotheses, (ii) use R to compute the test statistic and p-value, and (iii) write a conclusion in context at .

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2d -|-|-|-|-|-|-|-|-|-|-|-

mu1 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine A at this company. mu2 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine B at this company. mu3 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine C at this company.

H\_null: mu1 = mu2 = mu3 (all the population means are the same). H\_Alternative: At least one population mean is different than the others.

#first build a linear model regressing the diameter against machine.  
 #then conduct the analysis of variance on the data.  
anova(lm(Diameter~Machine,data = shields))

## Analysis of Variance Table  
##   
## Response: Diameter  
## Df Sum Sq Mean Sq F value Pr(>F)   
## Machine 2 4141 2070.52 2.727 0.09393 .  
## Residuals 17 12907 759.26   
## ---  
## Signif. codes: 0 '\*\*\*' 0.001 '\*\*' 0.01 '\*' 0.05 '.' 0.1 ' ' 1

#F-statistic = 2.727  
#P-value = 0.09393

At a 5% level of significance, there is not enough evidence to suggest that there is a true difference in population mean diameter (in millimeters) of insulation shields for electrical wires from either of the machines at this company (p-value = 0.09393).

### Part 2e

Conduct an analysis of variance test with the Welch correction. (i) State the null and alternative hypotheses, (ii) use R to compute the test statistic and p-value, and (iii) write a conclusion in context at .

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2e -|-|-|-|-|-|-|-|-|-|-|-

mu1 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine A at this company. mu2 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine B at this company. mu3 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine C at this company.

H\_null: mu1 = mu2 = mu3 (all the population means are the same). H\_Alternative: At least one population mean is different than the others.

#this is completing the Welch-Corrected ANOVA. Its the same thing as the anova() (you can use oneway.test()), but setting var.equal= FALSE makes it welch-corrected.   
oneway.test(Diameter~Machine, data = shields, var.equal = FALSE)

##   
## One-way analysis of means (not assuming equal variances)  
##   
## data: Diameter and Machine  
## F = 3.974, num df = 2.0000, denom df = 8.4087, p-value = 0.06096

#F\_prime-statistic = 3.971  
#P-value = 0.06096  
  
#the F\_prime-statistic is getting larger when using the welch corrected ANOVA and accounting for unequal variances, but still does not detect a difference in population means.

At a 5% level of significance, there is not enough evidence to suggest that there is a true difference in population mean diameter (in millimeters) of insulation shields for electrical wires from either of the machines at this company (p-value = 0.06096).

### Part 2f

Which data conditions for Welch ANOVA are not met, if any? Provide reasoning for your answer.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2f -|-|-|-|-|-|-|-|-|-|-|-

While the Welch-corrected can do away with the “equal variances” condition of the standard ANOVA, they still both require that the sample be normally distributed, which we discovered in the box plots does not appear to be the case. This is why they both still appear to be failing.

### Part 2g

Conduct a Kruskal-Wallis test. (i) State the null and alternative hypotheses, (ii) use R to compute the test statistic and p-value, and (iii) write a conclusion in context using .

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2g -|-|-|-|-|-|-|-|-|-|-|-

mu1 = the population distribution of the diameter (in millimeters) of insulation shields for electrical wires from Machine A at this company. mu2 = the population distribution of the diameter (in millimeters) of insulation shields for electrical wires from Machine B at this company. mu3 = the population distribution of the diameter (in millimeters) of insulation shields for electrical wires from Machine C at this company.

H\_null: mu1 = mu2 = mu3 (all the population distributions are equal to each other, that is the median is located in the same position). H\_Alternative: At least one population distribution (the median’s location) is different than the others.

#perform the kruskal-wallis test to check if the medians of the populations are different from one another. Looks like this test is detecting a shift in medians from at least one of the populations.  
kruskal.test(Diameter~Machine, data = shields)

##   
## Kruskal-Wallis rank sum test  
##   
## data: Diameter by Machine  
## Kruskal-Wallis chi-squared = 9.8914, df = 2, p-value = 0.007114

#Kruskal-Wallis X^2-Statistic = 9.8914  
#P-value = 0.007114

At a 5% level of significance, there is enough evidence to suggest that there is a true difference in population median diameter (in millimeters) of insulation shields for electrical wires from at least one of the machines at this company (p-value = 0.007114).

### Part 2h

Which data conditions for the Kruskal-Wallis test are not met, if any? Provide reasoning for your answer.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2h -|-|-|-|-|-|-|-|-|-|-|-

The data conditions for Kruskal-Wallis test are:

1. The samples are randomly selected - the opening scenario states the engineer randomly selected these observations, so this is met.
2. The samples are selected independently - we dont know if the observations were selected independently, so this may be a violation.
3. The populations have a similar shape (which also means similar variance) - this assumption does appear to be violated as the variation within groups seems to be drastically different.

### Part 2i

Conduct a bootstrapped ANOVA test using pooled residuals and unequal variances as in the notes. (i) State the null and alternative hypotheses, (ii) use R to compute the test statistic and p-value, and (iii) write a conclusion in context . Do not use a helper function, instead mimic the code in the notes using a for loop to construct the boostrapped sampling distribution.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2i -|-|-|-|-|-|-|-|-|-|-|-

mu1 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine A at this company. mu2 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine B at this company. mu3 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine C at this company.

H\_null: mu1 = mu2 = mu3 (all the population means are the same). H\_Alternative: At least one population mean is different than the others.

#set seed for reproducibility.  
set.seed(123)  
 #this is the F\_prime-statistic from the welch ANOVA (unequal variances - same value as in the above step) - 3.97  
F\_observed = oneway.test(Diameter~Machine, data = shields, var.equal = FALSE)$statistic  
  
 #now we center the data by subtracting the populations sample mean from each observation within that population's sample.   
res\_machine\_A = shields$Diameter[shields$Machine == "A"] - mean(shields$Diameter[shields$Machine == "A"])  
res\_machine\_B = shields$Diameter[shields$Machine == "B"] - mean(shields$Diameter[shields$Machine == "B"])  
res\_machine\_C = shields$Diameter[shields$Machine == "C"] - mean(shields$Diameter[shields$Machine == "C"])  
  
 #we build a new dataframe that is a copy of the old, but contains the residuals (or what was left over after subtracting the mean)  
pop\_null = data.frame(resids=c(res\_machine\_A,res\_machine\_B,res\_machine\_C), shields$Machine)  
  
 #for each machine, calculate the mean of the residuals within this new dataframe  
 #why display this recentering Mean of 0? Well it shows that our populations have equal means (which is the null hypo here).  
with(pop\_null, tapply(resids,shields$Machine,mean))

## A B C   
## 5.329071e-16 -3.552714e-16 2.131975e-15

#set the number of bootstrap resamples we would like to take  
num\_bootstraps = 10000  
 #create an empty vector that will store the F\_star-statistics from the bootstrapping process. Size = num\_bootstraps.  
Fstar1 = numeric(num\_bootstraps)  
  
 #complete the number of bootstrap iterations as specified  
for (i in 1:num\_bootstraps){  
 #for each iteration, create a new dataframe that contains randomly selected residuals from the "pooled" data of Machine A/B/C  
 #this builds a "re"sampled dataset with replacement and has both the residual and the machine letter.  
 pop\_null = data.frame(resids = sample(c(res\_machine\_A,res\_machine\_B,res\_machine\_C), replace = TRUE), shields$Machine)  
   
 #now calculate the F\_star-statistic (i.e. the bootstrapped pseudo statistic of ANOVA) from the current dataframe.  
 #this calculated F\_star-statistic is stored in the Fstar1 vector  
 Fstar1[i] = oneway.test(resids~shields.Machine, data = pop\_null, var.equal = FALSE)$statistic  
}  
  
 #for each pseudo F\_star-statistic that was calculated, if it is NA, then replace it with 100\*the F=statistic from above (3.97)  
Fstar1[is.na(Fstar1)] = 100\*F\_observed  
  
 #first, if the value of the pseudo f\_star-statistic is greater than the original F, then keep it and sum it up to numerator  
 #take the summed values where Fstar is greater, and divide that by the number of bootstrap iterations - this is pvalue.  
P = sum(Fstar1 > F\_observed) / num\_bootstraps  
  
P

## [1] 0.0578

1. At a 5% level of significance, there is not enough evidence to suggest that there is a true difference in population mean diameter (in millimeters) of insulation shields for electrical wires from either of the machines at this company (p-value = 0.0578).

### Part 2j

Repeat the bootstrapped ANOVA test using unpooled residuals and unequal variances as in the notes. (i) State the null and alternative hypotheses, (ii) use R to compute the test statistic and p-value, and (iii) write a conclusion in context . Go ahead and use the helper function or t1waybt do do this problem.

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2j -|-|-|-|-|-|-|-|-|-|-|-

1. mu1 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine A at this company. mu2 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine B at this company. mu3 = the population mean diameter (in millimeters) of insulation shields for electrical wires from Machine C at this company.

H\_null: mu1 = mu2 = mu3 (all the population means are the same). H\_Alternative: At least one population mean is different than the others.

#loading the necessary library  
library(WRS2)

## Warning: package 'WRS2' was built under R version 4.0.2

#t1waybt() completes a bootstrapped ANOVA using unpooled residuals (i.e. keeping the populations seperate) and unequal variances  
 #in fact, it assumes both of these things (unpooled resids and unequal variance)  
 #this is useful in cases where the data has outliers or is skewed, because it does a "trimming" process, which removes tr=% of the values from either end.  
  
 #This doesnt solve a small sample size problem though!!!  
t1waybt(Diameter~Machine, data = shields, tr=0.1, nboot = 10000)

## Warning in t1waybt(Diameter ~ Machine, data = shields, tr = 0.1, nboot = 10000):  
## Some bootstrap estimates of the test statistic could not be computed.

## Call:  
## t1waybt(formula = Diameter ~ Machine, data = shields, tr = 0.1,   
## nboot = 10000)  
##   
## Effective number of bootstrap samples was 9963.  
##   
## Test statistic: 2.2086   
## p-value: 0.31095   
## Variance explained: 0.463   
## Effect size: 0.68

1. At a 5% level of significance, there is not enough evidence to suggest that there is a true difference in population mean diameter (in millimeters) of insulation shields for electrical wires from either of the machines at this company (p-value = 0.31064).

### Part 2k

Which seems better and why, the bootstrap procedure with the pooled or unpooled residuals?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2k -|-|-|-|-|-|-|-|-|-|-|-

The bootstrap technique with the pooled residuals seems like a better choice because the sample size within each group (i.e. Machine) seems a bit small to use the unpooled version. Yet there still seems to be an issue with the pooled version since the distributions are not similarly shaped in their distribution. Verdict is still out…

### Part 2l

Do any of the four statistical inference procedures used here provide a clear answer to the question of whether or not the three machines produce the same average inside diameter for the insulation shields?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2l -|-|-|-|-|-|-|-|-|-|-|-

As the narrative continues, none of these tests seem to meet their specific requirements for conditions (some come close, but not all the way), therefore I don’t feel we have a clear answer yet on if the three machines produce the same average inside diameter for the insulation shields.

### Part 2m

If you were responsible for conducting the statistical analysis here, what would you report to the engineer?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2m -|-|-|-|-|-|-|-|-|-|-|-

I would suggest getting more data! If the sample sizes for each machine increase, maybe we can use the unpooled bootstrapped ANOVA with a fair amount of confidence. However, at that point one of the more simpler tests might meet conditions, so it would be wise to save all the work we did in this notebook and rerun the tests once more data was made available. :)

### Part 2n

What impact do you think samples of sizes 5, 5, and 10 play here?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2n -|-|-|-|-|-|-|-|-|-|-|-

The sample sizes are just too small to extract the necessary information for these tests to work properly. I guess it really hits home the idea that bootstrapping cannot save you from small sample sizes!

### Part 2o

Often the Kruskall Wallis test is presented as a test of

the population distributions are all the same

the population distributions are not all the same,

but this is not what KW tests as this example shows. Take 3 random samples of size 100 from normal distributions having mean 0 and standard deviations 1, 10, and 50. If KW were testing the hypotheses above, then we should reject since these three distributions are clearly different. Run the KW test. You should get a large -value. Why did you get a large -value when the distributions are so different?

### -|-|-|-|-|-|-|-|-|-|-|- Answer 2o -|-|-|-|-|-|-|-|-|-|-|-

#set the seed value for reproducability  
set.seed(321)  
 #create 3 sets of 100 random numbers from the normal distribution with same means but different std  
x <- c( rnorm(100,0,1), rnorm(100,0,10), rnorm(100,0,50))  
 #generate randomly factored elements to the data above.  
groups <- factor( (rep( c('A','B','C'), each=100 ) ) )  
 #perform the kruskal-wallis test  
kruskal.test(x~groups)

##   
## Kruskal-Wallis rank sum test  
##   
## data: x by groups  
## Kruskal-Wallis chi-squared = 0.84306, df = 2, p-value = 0.656

The Kruskal-Wallis test is testing that the distributions (and therefore medians) of those populations are shifted from each other - that is to say, moved up or down relative to each other. Kruskal-Wallis does not test that the distributions are equal to each other. Having similar shape distributions is different from distributions that are shifted. Finally, the pvalue = 0.656 on this particular Kruskal-Wallis test confirms that the median from each group are equal, which is true because we used a normal distribution with the same mean (which in theory should all generally have the same center point)